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* Modern applications:
— Web (navigation data, content data, traffic data)
— Telecommunication, Banks, Health care systems
— Sensor networks, Position tracking systems ...

e Data characteristics:
— High dimensionality
— Dynamic nature

— Huge amounts of data

 Need for mining over high dimensional, dynamic,
huge amounts of data !!!
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High dimensionality MU

 The curse of dimensionality:

— All points are almost equidistant from each other in high
dimensional spaces.

— The distances between points cannot be used to
differentiate them = clustering does not make sense!

e Different features may be relevant for different
clusters

— Feature selection methods, e.g. PCA fail because are global

=) Subspace clustering

— Searches for clusters of objects and subspaces where these
clusters exist.
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* As new data arrive, the so far built clustering
should be updated to reflect these changes:

e Lines of research:

— Incremental methods
e e.g., incDBSCAN, incOPTICS

— Adaptive methods

e e.g., STREAM, DUCStream (CLIQUE based), CLIQUE*(DEMON
framework)

— Might also work over streams

— Stream methods (summary based)
e e.g., CluStream, DenStream, HPStream (subspace clustering)
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e We choose:
— Subspace clustering for high dimensionality
— Incremental clustering for dynamic data

e We work upon algorithm PreDeCon:

— a subspace clustering algorithm

— relies on a density based clustering model, so
updates usually cause only limited local changes.
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e |t adapts the density-based
cluster model of DBSCAN to Ay
projected clustering |

* PreDeCon applies DBSCAN G
with a weighted Euclidean A
distance function which ¢, _
distinguish between ,
preferable and non-preferable
dimensions
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* For each point p, its subspace preference vector is
defined: A

.

W, = (wy, wa....wq)

1 if Var, >§
W. =
I K if VAR, <O

* Var is the variance of the e-neighborhood of p in the
entire d-dimensional space

S o (dist(ma, (9), 74, ()
1"%}_‘{’1: [.'I'I., U-“] — Z 7N (p) _ ~,
Ne(p)]

-
=

6, k (k>>1) are input parameters
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Preference weighted distanc%mu

* Preference weighted distance function:

disty(p,q) = \ Z t:‘;

distprer(p.q) = max{dist,(p, q), dist,(q,p)}

d

t—1

(7a,(p) —7a,(q))*

L.

* Preference weighted e-neighborhood:

,-'"\";ﬁ??] I':'j}j = {I‘ D | {fiﬁ’ﬁpmf I:-lir;r, I‘;I < ;;-'.“}

Simple Euclidean
g-neighborhood

4 ‘AAE

e/K

-

h } £ Preference weighted
Euclidean e-neighborhood
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Preference weighted core points,,

Preference weighted core points:

den /

E.‘(}Rl-:pﬁ“'f{p'} & PDIM(NL(p)) < A A [N (p)| = p

Condition 1 Condition 2
Density reachability and connectivity are defined

based on core points

A subspace preference cluster is a density connected
set of points associated with a certain subspace
preference vector.

pv g
.w R
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e Attime t-1: D (dataset), { (clustering derived uppon D)
e Attimet: U (new coming data)
e Goal: Update (, so as to derive the valid clustering T* at t.

Clusterings

Datasets

v
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Incremental PreDeCon

LMU

 Observation: A preference weighted cluster is

determined uniquely by one of its preference
weighted core points.

e |dea: Check whether the update affects the core

member property of some point

e Sketch of the algorithm:

— Find affected core points
— Find affected points
— Update the clustering model
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Affected core points MU

 The insertion of p, directly affects the points q
its e-neighborhood.

— Ng(q) is affected because p is now a member of it

[\/ ({;)H VAR 4, (V- (q)) ]—{PDIM(J\/’;(@ )H.ﬁ\/?(q)]

CoRERL () & PDIM(N:(g)) S AA N (g) | = p

den ' - L

e Effect on the core member property of q: ¥ ™™
e
— core = non-core The ?‘; gt Pe
° aﬁﬁec‘ed

— nhon-core = core
— core =2 core but under different preferences
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 The insertion of p might cause indirect effects to
points that are preference weighted reachable from
p:
— if g: core>non-core after insertion, any
density connectivity relying on q is destroyed

N\
p
|
— if g: non-core->core after insertion, some new [ (& g, 3 O

density connectivity might arise

o Affected points:

o
I
I
I

===

AFFECTEDp(p) = Nz(p) U {q|30 EN:(p) : REACHY ' (0,q) in D*}

den
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* Note that changes in AFFECTED,(p) are initiated by
points in the e-neighborhood of p

— No need to consider all points, just those with affected
core member property (AFFECTEDCORE)

— If a point g’ is an affected core point, we consider as seeds
points for its update any core point q in its preferred
neighborhood.

UPDSEED = {q | q 1s core in D*, Ehlr“’ D g e .-""»"F;‘IEQF] and

! . .
q changes his core member property in D*}
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o Call expandCluster() starting with UPDSEED set.
 The pseudoce of the algorithm:

algorithm INCPREDECON(D, U, =, p, A, 4)

foreach p € { do
1.D" =D uUyp;
2. compute the subspace preference vector wy;
// update preferred dimensionality and
// check changes in the core member property in Az (p)
3. for each g € N-(p) do
4. update w;
5. check changes in the core member property of g;
6. if change exists, add g to AFFECTEDCORE;
/. compute UPDSEED based on AFFECTEDCORE
8. for each ¢ £ UPDSEED do
9. expandCluster(D*, UPDSEED, q, =, i, A);

end;
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Evaluation ‘MU

We evaluated incPreDeCon vs PreDeCon w.r.t. the number of
range queries

For each dataset, we performed 100 random inserts, and
counted the number of range queries required by
incPreDeCon and PreDeCon.

':”':.IT - ! I}a )
-'5_.',1.'-a'tf:rEJ_Fr.'r-chr' = —— PRE[}ELGNL: ! ..
COSTepreDECON (P W)

Costs:
— PreDeCon: 2|D|
— incPreDeCon: 1+ 2| Ng(p) |+|AFFECTED,(p) |




e Comparison w.r.t. cluster e Comparison w.r.t.

population dimensionality
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=« Summary and next steps |y

e We presented the first incremental subspace clustering
algorithm, based on PreDeCon
— The update strategy manages to restructure only the affected part of
the old clustering
e Future work:

— Subspace clustering over fast changing environments like data streams
where access to raw data is not allowed

— A unified framework for turning static subspace clustering methods
into dynamic methods

— Change detection in subspace clusters, e.g. create, delete, split, merge
... but what about subspace preferences also (e.g. move in a new
subspace, “losing” some dimension)?




Thank you
for your attention!
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